
Seismic waves are generated by a wide variety of mech-
anisms, including earthquakes, man- made ‘controlled’ 
sources and wind, ocean and environmental noise. Time 
series of seismic waves (seismograms) are recorded by 
seismographic instruments, such as permanent, three- 
component broadband seismometers in regional and 
global networks, temporary arrays deployed on land 
and the seafloor, towed arrays of hydrophones in off-
shore exploration and arrays of geophones in onshore 
exploration. Analyses of seismograms enable research-
ers to glean information about Earth’s structure and the 
nature of seismic sources. However, traditional analyses 
— based on the arrival times of body waves or the disper-
sion measurements of surface waves — sometimes yield 
inconclusive results.

To the first approximation, Earth can be regarded as 
spherically symmetric on a global scale or as flat and 
horizontally layered on a local scale. In such laterally 
homogeneous models, it is easy to calculate the expected 
arrival times and waveforms of seismic waves, for exam-
ple, the first- arriving body waves, which are compres-
sional (P) waves and secondary shear (S) waves, or the 
waveforms of long- period (>~90 s) dispersed surface 
waves. Calculated travel times and waveforms often 

closely resemble observations, and differences between 
calculated and observed values can be used to constrain 
Earth’s lateral variations.

In classical body- wave seismology, information 
in seismograms is reduced to a few select travel- time 
‘picks’; entire catalogues of such picks are available from 
the International Seismological Centre. Similarly, clas-
sical surface- wave seismology focuses on the dispersion 
of waves travelling along Earth’s surface, which help 
to constrain crust and upper mantle heterogeneity. In 
classical exploration seismology, distinct wave arrivals 
recorded at the surface are geometrically traced to their 
origin in the subsurface, creating ‘migrated’ images of 
the structure targeted by the seismic survey. The analysis 
of this type of information is generally based on simpli-
fied theories of seismic- wave propagation (for example, 
ray theory), which are computationally inexpensive, 
thereby enabling the analysis of large data sets. These 
underlying approaches are simple and powerful, and 
have led to ground- breaking images of Earth’s interior 
on all scales1–6.

Classical methods fail when Earth can no longer be 
considered homogenously layered. For instance, Earth’s 
crust varies in thickness by an order of magnitude, 

Body waves
Seismic waves that travel 
through Earth’s interior as 
compressional or shear waves.

Surface waves
Seismic waves that rumble 
along Earth’s surface in the 
form of a Love wave with 
transverse linear particle 
motion or a Rayleigh wave with 
vertical and radial retrograde 
elliptical particle motion.

Seismic wavefield imaging of Earth’s 
interior across scales
Jeroen Tromp  

Abstract | Seismic full- waveform inversion (FWI) for imaging Earth’s interior was introduced in  
the late 1970s. Its ultimate goal is to use all of the information in a seismogram to understand the 
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computing and advances in modern numerical methods in the past 10 years, 3D FWI has become 
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Valhall oil field, overthrusted Iberian crust in the western Pyrenees mountains, deep slabs in 
subduction zones throughout the world and the shape of the African superplume. The increased 
use of multi- parameter inversions, improved computational and algorithmic efficiency , and the 
inclusion of Bayesian statistics in the optimization process all stand to substantially improve FWI, 
overcoming current computational or data- quality constraints. In this Technical Review,  
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followed by a perspective on the future of FWI, which will ultimately result in increased insight 
into the physics and chemistry of Earth’s interior.
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from ~7 km underneath the oceans to ~70 km beneath 
the Andes and Tibet7,8. As another example, the Gulf 
of Mexico contains high- wave-speed salt domes with 
complex geometries embedded in slow- wave-speed 
sediments9, and this type of environment cannot be 
modelled based on theories that invoke perturbations 
to smooth ‘background’ models. The goal of seismic 
full- waveform inversion (FWI) is to use all information 
contained in seismographic recordings — that is, every 
wiggle in a seismogram — to determine the structure of 
Earth’s interior, constrained by the physics of seismic- 
wave propagation. This approach embraces the complex-
ity of 3D seismic- wave propagation, thereby enabling 
seismic imaging of Earth’s interior across scales, even in 
complex environments that cannot be approximated by 
simple models.

FWI is computationally and algorithmically demand-
ing, and, although these demands hampered progress for 
many decades, these restrictions have been largely over-
come in the past decade, due to advances in algorithms 
and computing technology. Today, FWI is widely used  
in applications including medical imaging10–14, non-
destructive testing15–24, near- surface characterization25–30, 
onshore and offshore exploration seismology31–39, deep 
crustal seismic imaging40–47, earthquake seismology48–54 
and ambient- noise seismology55,56. A comprehensive 
overview of FWI in exploration seismology was pre-
sented by Virieux and Operto57, and Fichtner58 and Liu 
and Gu59 gave overviews of elastic- waveform inversion.

In this Technical Review, the history and goals of 
FWI are first briefly discussed. The FWI process is then 
explained, followed by examples of applications of FWI 
in controlled- source and earthquake seismology. Finally, 
current challenges and opportunities for advancement in 
FWI are highlighted.

Brief history
The ambition to constrain the structure of Earth’s inte-
rior using complete seismic- wave propagation physics 
dates back to the early 1980s (Fig. 1). Bamberger et al.60, 
Lailly61 and Tarantola62 formulated and adapted the 
adjoint- state method63,64 to address inverse problems in 
exploration seismology in a process reminiscent of data- 
assimilation methods widely used in fluid mechanics65,66. 
This approach enabled the gradient of a predefined 
misfit function to be calculated with respect to a chosen  

set of model parameters. This was based on the convo-
lution of a ‘forward’ wavefield generated by a seismic 
source with a fictitious ‘adjoint’ wavefield generated by 
injecting time- reversed differences between observed 
and simulated seismograms simultaneously at all 
receivers. The calculated misfit gradient is then used 
to iteratively update the model parameters until a local 
minimum of the misfit function has been reached. 
Despite modest early success31–33, it was not until the 
1990s that what is now referred to as FWI was success-
fully applied34–38, and in 2007, a breakthrough came as 
a successful blind inversion test39, which applied 2D  
acoustic- waveform tomography using third-party elastic- 
wave-equation data to recover crustal compressional  
wave speeds.

In earthquake seismology, early ideas for waveform 
inversion in spherically symmetric background mod-
els originated with Woodhouse and Dziewoński3, who 
modelled mantle waves based on the ‘path- average’ or 
‘great- circle’ approximation, and Nolet67–69, who inverted 
the fundamental- mode surface wavefield based on ‘par-
titioned waveform inversion’. Li and Tanimoto70 mod-
elled the broadband body- wave field based on the Born 
approximation, and Li and Romanowicz71,72 generalized 
this approach based on a nonlinear asymptotic coupling 
theory (NACT).

In the early 2000s, the finite- frequency ‘banana- 
doughnut’ version of classical (infinite- frequency) ray 
theory was developed73–76 and later connections77–80 
between banana- doughnut theory and the adjoint- state 
method81 were drawn. FWI was finally applied on the 
continental scale in the late 2000s, when the southern 
California crust48–50 and the upper- mantle structure 
in the Australasian region51,52 were imaged. More than  
30 years after waveform inversion was invented, the first 
3D global models based on this ambitious idea were 
produced53,54.

Full- waveform inversion
The goal of FWI is to match simulated seismograms 
to observed seismograms by iteratively constructing a 
model of Earth’s interior (Fig. 2). Here, the selection of 
seismic sources and starting models, forward simulations, 
calculation of the misfit function, adjoint simulations and 
optimization are described. FWI is then compared with 
‘classical’ Earth- imaging methods.

Seismic sources. The FWI process starts with the selec-
tion of a set of seismic sources, which are earthquakes in 
regional and global seismology, and controlled sources 
in the form of airguns offshore and vibrators or explo-
sions onshore in exploration seismology. A data set of 
observed seismograms is then constructed by gathering 
data from all relevant seismographic stations or hydro-
phone or geophone arrays. Next, a complementary set 
of simulated or ‘synthetic’ seismograms are calculated 
by numerically solving the partial differential equation 
(PDE) that governs seismic- wave propagation. This 
makes FWI a PDE- constrained optimization prob-
lem82,83, because the model parameters constrained by 
the optimization process also control the PDE. There 
are two parameters for acoustic waves, the sound wave 

Key points

•	modern numerical methods and high- performance computers have facilitated  
the characterization of earth’s interior constrained by the physics of seismic- wave 
propagation.

•	Seismic full- waveform inversion (FWI) has enabled unprecedented imaging across 
nine orders of magnitude in frequency and wavelength, with applications ranging 
from medical imaging and nondestructive testing to global seismology.

•	FWI continues to be developed and improved, with opportunities for a more 
complete description of the physics of seismic- wave propagation (for example, 
anisotropy, attenuation and poroelasticity), as well as better and more effective 
optimization algorithms (such as source encoding, uncertainty quantification and 
Hamiltonian monte Carlo methods).

•	Computers in the exascale era (~2020–2021) will enable global FWI at frequencies of 
up to ~1 Hz, potentially facilitating sub-10-km- scale imaging of earth’s mantle.
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Misfit function
A multivariate function of a set 
of model parameters indicative 
of the fit between observed 
and simulated data.

Mantle waves
Very- long-period (>~120 s) 
surface waves.

Forward simulations
Numerical modelling of 
seismic- wave propagation 
given a set of source 
parameters and an Earth 
model.

Adjoint simulations
Numerical modelling based on 
an Earth model and a fictitious 
set of sources that inject 
measurements simultaneously 
from all receivers.
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speed and the mass density, and three for isotropic elas-
tic waves, the mass density and the compressional and 
shear wave speeds. Additional model parameters can be 
included to account for complexities such as attenuation, 
anisotropy and source parameters. In practice, the time 
windows that are used in FWI are only those in which 
observed and simulated seismograms are sufficiently 
similar to make reliable measurements. For example, the 
first- arriving waves in a shot gather or specific body- 
wave or surface- wave arrivals, and frequently something 
other than simple waveform differences are measured, 
for example differences in phase or amplitude. Thus, 
the term FWI can be an overstatement, because nei-
ther the full physics of wave propagation nor complete  
broadband seismograms are generally employed.

Starting model. The calculation of synthetic seismo-
grams for comparison with observed data requires a 
suitably chosen starting model. In earthquake seismol-
ogy, selecting the starting model is relatively straight-
forward, as the basic 1D (radial) structure of the Earth 
has been known for decades84 and current 3D global 
seismic models are in general agreement in terms of 
long- wavelength heterogeneity, regardless of data type 
and inversion strategy85–88. However, in exploration 
seismology, determining a good starting model can be 
highly nontrivial; if the initial set of synthetic seismo-
grams fails to match any aspect of the observed data 
to within a half-cycle, the FWI process is likely to fail. 
One way to mitigate such failure is to initiate FWI with 
relatively low-frequency waves before slowly blending 
in higher frequencies89. This is readily accomplished in 
earthquake seismology by selecting large earthquakes 
and using long- period (>~90 s) waves that ‘see’ rela-
tively long- wavelength heterogeneities54,90,91. However, in 
exploration seismology, it is generally difficult to gener-
ate low- frequency waves. Nevertheless, extensive use of 
ocean- bottom nodes has enabled long- wave (2–2.5 Hz) 
data extraction in offshore exploration and coupling of 

vibrators has enabled the generation of 1.5-Hz data in 
onshore exploration92.

Forward simulations. Given a starting model and a set 
of source parameters, forward simulations are used to 
calculate synthetic seismograms for all seismic sources 
in the database. This process involves numerical simu-
lations of controlled sources recorded by arrays of geo-
phones (onshore) or hydrophones and ocean- bottom 
instruments (offshore) in exploration seismology, and 
simulations of earthquakes recorded by the Global 
Seismographic Network (GSN) and regional arrays (for 
example, USArray, F- net, Hi- net and MedNet) in earth-
quake seismology. A requirement for practical FWI is a 
fast, scalable seismic- wave propagation solver to calcu-
late the ‘forward’ wavefield, resulting in synthetic seis-
mograms at all the receivers, and this can be achieved 
through various numerical methods93.

Traditionally, industry has used time- domain finite- 
difference methods94–96 based on acoustic applications. 
Seismic data are often acquired in an offshore environ-
ment with seismic sources and receivers located in the 
water layer, explaining why FWI was originally devel-
oped in the acoustic approximation in the time dom
ain31,32,62,97,98. In the 1990s, a frequency-domain approach 
was introduced with initial applications to crosshole 
data and subsequently to wide-aperture surface seismic 
data34,36,99, thereby focusing on easier-to-model transmit-
ted rather than reflected waves. Today, both time-domain 
and frequency- domain algorithms remain popular for 
acoustic and elastic applications.

In contrast to industry, earthquake seismologists 
have focused exclusively on the (an)elastic case because 
shear waves and surface waves are integral parts of the 
earthquake- generated wavefield. Here, time- domain 
solvers based on the spectral- element method100–104 
are heavily favoured because of their ability to accom-
modate topography, bathymetry and fluid–solid  
boundaries, such as the core–mantle boundary (CMB),  
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1970 1980 1990 2000 2010 2020

2005 – Connection 
of banana-dough-
nut theory and 
adjoint-state 
method (Tromp
et al.77)

2007 – FWI of the 
southern California 
crust (Tape et al.49,50

and Chen et al.48)

2016 – First 
global FWI 
model (Bozdağ 
et al.54)

1999 – Development of finite- 
frequency banana-doughnut 
version of ray theory (Marquering 
et al.73)

2007 – Blind inversion test using 
full-waveform tomography 
(Brenders and Pratt39)

2009 – Continental-scale FWI 
for upper mantle of Europe and 
Australia (Zhu et al.91 and 
Fichtner et al.51)

2009 – The QUEST 
Initial Training Network 
in computational 
seismology begins

2015 – Waveform inversion 
revealing broad mantle plumes 
(French and Romanowicz53)

1984 – Upper mantle mapped 
with seismic waveform 
inversion (Woodhouse and 
Dziewoński3)

1990s – 2D FWI 
successfully applied 
(Pratt et al.34–37)

1977 – Development of 
adjoint-state method for 
inverse problems in 
exploration seismology 
(Tarantola62)

1987 – Waveform 
inversion in spherically 
symmetric background 
models using the 
surface wavefield 
(Nolet67)

1993 – Waveform inversion 
in spherically symmetric 
background models for 
broadband body-wave field 
(Li and Tanimoto70, Li and 
Romanowicz71,72)

Fig. 1 | Timeline of major developments in seismic FWI and notable applications. Major developments in seismic 
full-waveform inversion (FWI) are illustrated from its inception in 1977 to current applications. Classical inversion methods 
utilizing seismic waveforms are referred to as ‘waveform inversion’ to distinguish such approaches from FWIs based on the 
adjoint- state method.
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thereby accurately capturing dispersive surface waves 
and diffracted waves.

Misfit function. Following forward simulations, the 
observed and simulated seismograms must be compared, 
requiring the selection and use of a misfit function. In 
its simplest form, the misfit function sums the least- 
squares difference between observed and simulated seis-
mograms for a chosen duration of time and frequency 
band. However, it is important to recognize that any type 
of misfit function can be selected, and its nature is deter-
mined by what measurement is used to determine the 
difference between the observed and simulated data. For 
example, if the misfit is not a Gaussian distribution105, 
such as when there are large outliers, misfit criteria 
other than a least- squares difference, for example based 
on an L1 norm, should be considered98,106. Alternative 
or multiple measurements can also be used; for exam-
ple, travel- time anomalies for specific seismic arrivals 
(such as the P or S wave) can be used77. Other potential 
measurements include frequency- dependent phase and 
amplitude anomalies107,108, surface- wave dispersion109, 
(instantaneous) phase or waveform envelopes110,111 or 
‘double- difference’ versions of any of these measure-
ments112, that is, differencing differential measurements 
between pairs of stations recording the same earthquake. 
Sometimes, selecting the right misfit measurement 
holds the key to unlocking certain model parameters. 
For instance, a distinct characteristic of seismic aniso-
tropy is that it ‘splits’ the arrival times of horizontally 
and vertically polarized shear waves; therefore, measur-
ing this S- wave splitting provides direct constraints on 
anisotropic model parameters. Generally, inversions in 
earthquake seismology focus almost exclusively on using 
misfit functions that fit phase information in distinct 
time windows, disregarding amplitude information for 

reasons of source uncertainty, inadequate instrument 
response information and contamination owing to site 
effects. As some amplitude information is disregarded, 
earthquake seismologists do not currently employ FWI 
sensu stricto.

In exploration seismology, straight waveform differ-
ences of first- arriving waves are generally used in the 
misfit function, but other methods have been devel-
oped. For instance, a logarithmic misfit function was 
introduced113,114 and used to investigated FWI in the 
Laplace and Laplace–Fourier domains115,116. The latter 
is equivalent to performing an inversion of a wavefield 
damped in time, partially suppressing dispersive surface 
waves that are difficult to fit. The cycle- skipping prob-
lem106,117,118, in which observed and simulated waveforms 
are misaligned by one cycle or more, renders incorrect 
misfit measurements and hinders convergence. This 
issue has motivated reformulations of the inverse prob-
lem that are less sensitive to cycle skipping, including 
adaptive waveform inversion117, source- receiver exten-
sion119, extension through time lag120, the use of optimal 
transport distance106,121–123 and wavefield- reconstruction 
inversion124,125.

Adjoint simulations. The objective of the inversion 
process is to minimize a chosen misfit function (Fig. 2).  
In FWI, this is accomplished by using the adjoint- state 
method63,64,81 to calculate the gradient of the misfit with 
respect to the model parameters, and then using the 
gradient to steadily reduce the misfit. To do this with 
adjoint simulations, misfit measurements are simulta-
neously injected in reverse time at all the receivers that  
recorded a given event. This distributed ‘adjoint source’ 
gives rise to an ‘adjoint wavefield’ and the interaction  
between this wavefield and the regular forward wave-
field ‘paints’ the Fréchet derivatives77,78. These are model 

Fréchet derivatives
The derivatives of a misfit 
function with respect to model 
parameters, such as seismic 
wave speeds or source 
parameters.

Measurements

Synthetic seismogramsObserved seismograms

Forward simulations

Adjoint simulations Misfit gradient Updated model

Misfit evaluation

Convergence?

Finished

No Yes

Starting modelSeismic sources

Fig. 2 | FWI workflow. The full- waveform inversion (FWI) process is initiated by choosing a collection of seismic sources and 
a starting model, both of which are required for the calculation of synthetic seismograms based on ‘forward’ simulations. 
For each seismic source, synthetic seismograms are compared with corresponding observed seismograms by measuring 
their differences, which, collectively , define a misfit function. These measurements drive ‘adjoint’ simulations, which, one 
source at a time, are combined to obtain the gradient of the misfit function with respect to the model parameters. This 
gradient, or ‘Fréchet derivative’, is used to update the starting model, resulting in a reduction of the misfit. This optimization 
process is iterated until the inversion has reached the minimum of the chosen misfit function. The green boxes denote 
tasks involving model parameters, the light blue boxes denote tasks involving significant numerical simulations and the 
grey boxes denote tasks that involve time- series processing and analysis.
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parameter gradients, known as ‘kernels’, that generalize 
the derivative of a single variable function to the deriva-
tive of a function with respect to another function (that 
is, a functional derivative). Every measurement has its 
own unique associated Fréchet derivative111 or misfit  
gradient. In other words, the kernels reflect the measure-
ments. For example, traditional cross-correlation travel- 
time anomaly measurements have Fréchet derivatives 
that correspond exactly to finite- frequency banana- 
doughnut kernels73,77. However, obtaining the Fréchet 
derivatives through the convolution of the forward and 
adjoint fields can be challenging in the presence of atten-
uation126,127 because the data volumes associated with 
these wavefields are considerable. The computational 
cost of adjoint- state calculations60–62 is independent of 
the number of model parameters and the number of 
receivers, initially prompting the development of FWI 
in exploration seismology. Although that field uses both 
time-domain128 and frequency- domain129–131 implementa-
tions of these simulations, time- domain spectral- element 
solvers are preferred in earthquake seismology100,104,132,133. 
These solvers use an ‘optimize- then-discretize’ approach 
to the adjoint operator134.

Optimization. Current FWI algorithms rely on steepest 
descent, conjugate gradient, Newton, Gauss–Newton 
or quasi- Newton methods to iteratively reduce, or opti-
mize, the misfit57,135–139. Today, the most popular method 
is the limited- memory Broyden–Fletcher–Goldfarb–
Shanno (L- BFGS) algorithm140–142, which is generally 
regarded as the most effective quasi- Newton method143. 
However, the problem with all of these local optimiza-
tion methods is the assumption that they converge to the 
global minimum of the misfit function. Unfortunately, 
the misfit function may have local minima, and local 
optimization may fail to converge to the global mini-
mum, owing to, for instance, a poor starting model, a 
lack of low- frequency data, poor- quality data or the use 
of inadequate physics, for example, the use of acous-
tic simulations when the problem is elastic in nature. 
Improving the FWI engine to avoid these problems is 
an area of active research, with global search methods 
based on Bayesian statistics poised to become more 
widely used again105,144–147.

Comparison to other methods. FWI is fundamentally dif-
ferent from classical ray- based tomography1,2,148 or migra-
tion149,150. In earthquake seismology, ray- based methods 
assume that geometrical rays can be traced in (nearly) 
spherically symmetric or quasi- layered Earth models, 
and that the effects of additional variations in wave 
speed can be captured based on first-order perturbation 
theory. Ray- based methods rely on Fermat’s principle, 
which states that travel- time variations induced by wave- 
speed perturbations can be calculated by integrating the 
effects of such wave- speed variations along unperturbed  
rays, that is, rays in the 1D or 3D background model90,151. 
These ray- based approaches make such tomographic 
inversions relatively simple and inexpensive, but limits 
their scope to problems that are, to a large extent, simple 
in nature. In particular, all classical global tomographic  
methods — whether involving body waves, surface waves 

or free oscillation — employ ‘crustal corrections’ to deal 
with the effects of Earth’s crust on seismic waves152,153. 
Classic seismic depth- migration algorithms include 
Kirchhoff migration154, reverse- time migration (RTM)155, 
Gaussian beam migration156, migration by Fourier trans-
form157 and wave- equation migration158. The algorithms 
require a smooth background wave- speed model, in 
which an incident wavefield emitted from a seismic source  
is cross- correlated with a back- propagated wavefield 
emitted from the receivers, thereby highlighting seis-
mic reflectors. The first- iteration model update in FWI 
is reminiscent of a migrated image obtained by RTM, 
except that, in RTM, portions of the wavefield recorded 
by the receivers are back propagated, whereas in FWI,  
a measure of the data misfit is back propagated.

In contrast to these classical imaging techniques, 
FWI requires full 3D numerical simulations based on 
the seismic- wave equation using 3D Earth models that 
are iteratively updated as part of the inversion process. 
As originally conceived, FWI abandons the use of per-
turbation methods by embracing the full complexity 
of 3D seismic- wave propagation. As a consequence, 
FWI can be used to study problems involving strong 
heterogeneities.

Applications
Applications of seismic FWI can be categorized as 
controlled-source, earthquake and ambient-noise seis-
mology. In addition to hydrocarbon exploration and 
deep crustal imaging40–47, controlled-source applications 
can be further subdivided by scale into medical imag-
ing10–14, nondestructive testing15–24 and near-surface 
charac terization of the top tens of metres of the Earth25–30, 
but these are beyond the scope of this Technical Review. 
Since 2010, ambient- noise FWI based on seismic inter-
ferometry159–161 has emerged55,56. In this approach, seismic  
noise — that is, seismic recordings in the absence of 
earthquakes — is converted into useful information by 
cross- correlating noise recorded by pairs of stations, 
which effectively yields the Green’s function between 
the two receivers. Here, three examples of FWI are high-
lighted, including frequency- domain visco- acoustic FWI 
using North Sea data from the Valhall hydrocarbon field, 
teleseismic FWI of data recorded by the MAUPASACQ 
array in the western Pyrenees and global FWI using 
earthquake data from the GSN and regional arrays.

Exploration seismology. To date, FWI has had the 
biggest impact in exploration seismology, with its use 
increasing since the successful 2007 blind test inversion39 
(Fig. 1). One application of FWI was in the Valhall field, a 
large, North Sea hydrocarbon reservoir located in 70-m 
deep water162,163 that was difficult to image with classical 
methods, owing to a gas cloud in the overburden (as seen  
as blurred images in the left column of Fig. 3). To better 
image this reservoir, wide- azimuth ocean-bottom cable 
data were used for multi- parameter 3D visco-acoustic 
FWI in the frequency domain130,131, employing several dis-
crete frequencies in the 3.5–10-Hz range130,164. The visco- 
acoustic model parameterization included the vertical 
compressional wave speed in the vertical transverse  
isotropy (VTI) approximation, density and the quality 

Banana- doughnut kernels
A finite- frequency version of an 
infinite- frequency seismic ray, 
which, in a spherical Earth 
model, looks like a banana in 
the vertical plane between the 
source and receiver and like a 
doughnut in a cross section 
perpendicular to this plane.
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factor Q, which captures wave attenuation, thus mod-
elling the data using an anisotropic viscous fluid165. The 
resulting inversion images (right column in Fig. 3) clearly 
identified the gas cloud, as well as channel deposits and 
scrapes on the paleo- seafloor left by drifting icebergs. At 
shallow depths, the density model matches well-log data 
and, furthermore, regions of high attenuation correlated 
with low- wave-speed zones associated with soft sedi-
ments and gas cloud. Thus, incorporating attenuation has 
only minor effects on the resulting wave- speed model166 
and still allows for imaging through the gas cloud.

Despite the successes of FWI in both onshore and off-
shore exploration seismology, challenges remain in the 

construction of a suitable starting model and the acqui-
sition of sufficiently low- frequency data. Additionally, 
multi- parameter inversions, such as the example here, 
are difficult, owing to inherent trade- offs between model 
parameters139,167,168.

Teleseismic FWI. Another application of FWI uses 
teleseismic waves, which are generated by distant 
earthquakes, to image areas such as subduction zones 
or mountain belts. In this application, the teleseismic 
wavefield entering the region of interest is approxi-
mated by a simplified incoming wave, which gives rise 
to a more complex wavefield in the smaller domain of 
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interest169–174. In this way, the teleseismic wave can be 
modelled with simple classical techniques, whereas the 
complex local wavefield is modelled based on full 3D 
seismic- wave-equation solvers, and FWI is performed 
only within the region of interest. This is substan-
tially cheaper computationally while still allowing for 
the structural and compositional resolution enabled  
by FWI.

Teleseismic FWI175–177 was used on the MAUPASACQ 
data set of the OROGEN project (Fig. 4), in which ten tele-
seismic earthquakes were recorded by nearly 450 broad-
band and short- period stations in the Pyrenees178,179. 
After six iterations using three- component seismo-
graphic data with a shortest period of 3 s, this model 
clearly showed the overthrusted Iberian crust and the 
shallow low- wave-speed Arzacq sedimentary basin. 
Although teleseismic FWI has given new insight into 
the structure of Earth’s crust, there remain challenges 
in its implementation. The main difficulty is when the 
assumption that the incoming teleseismic wavefield is 
relatively simple is no longer valid. In this case, the struc-
ture outside the domain of interest can contaminate the 
inversion results, leading to a poorly resolved model.

Earthquake seismology. The final application discussed 
here illustrates FWI in earthquake seismology, which was 
first used on regional and continental scales48–52, namely 
southern California and Australasia. Continental- 
scale imaging of Europe91,180–187 was spearheaded by 
the QUEST Initial Training Network in computational 
seismology, started in 2009. Subsequent studies focused 
on the construction of FWI- based models of North 
America188,189, Asia190–192 and Antarctica193.

After these large- scale successes, imaging of the crust 
and mantle of a global scale was performed using a hybrid 
approach that combined 3D forward simulations194 with 
inverse simulations based on the NACT developed by 
Li and Romanowicz195, resulting in remarkable images 
of numerous mantle plumes53,196. However, it has been 
reported that hybrid methods may be more error- prone 
than classical approximate methods197. Simultaneously, 
the multiscale Collaborative Seismic Earth Model was 
being pursued198–200. The first application of global FWI, 
GLAD- M15, was a transversely isotropic mantle model 
based on seismograms from 253 earthquakes with peri-
ods greater than 17 s and involved 15 quasi- Newton iter-
ations on a Cray XK7 supercomputer named ‘Titan’54.  
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Fig. 5 | Vertical cross sections of compressional wave- speed perturbations in various subduction zones. The same 
subduction zone is shown for each of three models: GL AD- M25 (compressional wave speed; left column), GAP- P4 (REF.201) 
(middle column) and UU- P07 (REF.202) (right column). The map on the far- left corner of each row shows the cross section 
with colour- coded red, green and white dots for geographical reference along the sections. The dashed- black semicircles 
in the cross sections denote depths of 410 km, 660 km and 1,000 km. a | Hatteras. b | Wichita. c | Aegean. d | South America. 
e | Nepal. f | Sunda. Images courtesy of W. Lei (Princeton University , USA).
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In 2019, GLAD- M15 was updated to GLAD- M25, using 
an earthquake database of 1,480 events and involving 
ten quasi- Newton tomographic iterations (unpublished 
observations, J.T.). Subduction zones from this model 
(Fig. 5) reveal many features of the subsurface that were 
unresolved in P models, such as GAP- P4 (REF.201) and UU- 
P07 (REF.202). For example, for the cuts across the ancient 
Farallon slab (Fig. 5a,b), which penetrates deeply into 
the lower mantle5,6,203, the slab is only weakly expressed 
below 1,000 km in the two P models but is clearly seen in 
the GLAD- M25 model. The difference can be attributed 
to the use of finite- frequency Fréchet derivatives in FWI, 
as well as increased data coverage from the USArray. In 
other cases, the GLAD- M25 results confirmed the struc-
tures observed in other models, such as the penetration 
of the slab deep into the lower mantle in the Aegean 
subduction zone (Fig. 5c), the ponding and then sink-
ing of the South American slab to the CMB (Fig. 5d), the 
two fast anomalies below the Himalayas (Fig. 5e) and the 
flattening and spreading of the subducting plate below 
the Sunda Arc204 (Fig. 5f). This flattening was explained 
as the subducted slab thickening and buckling to form a 
dense megalith above the discontinuity at 660 km before 
sinking into the lower mantle204. What the current gener-
ation of global FWI models53,54 has in common is that 
the level of heterogeneity is significantly larger than in 
models based on classical methods.

In the second global- scale FWI example, the 3D mor-
phology of the African superplume is illustrated based 
on the GLAD- M25 FWI model (Fig. 6). The model shows 
a mantle plume rising from the CMB with a broad base 
tilting northward and a thinning neck in the upper man-
tle before it reaches the phase boundary at 660 km and 
flattens, and then develops into two subplumes (Afar 
and East Lake Victoria), which supply the East African 
Rift. Although the existence of the two superplumes 
underneath Africa and the Pacific has been known for 
decades4,205, this more detailed image of the African 
plume shows strong perturbations in shear wave speed 
(>2%) all the way from the CMB to the surface, with 
implications for the associated thermochemistry. These 
perturbations are too large to be purely thermal in nature 
and must include a compositional contribution.

Even with the substantial advances in the applications 
of earthquake- seismology-based FWI and the resulting 
understanding of the deep Earth, the highly uneven 
distribution of earthquakes and seismographic stations 
remains a major challenge to its use. With earthquakes 
confined primarily to plate boundaries and seismic 
instruments predominantly located in the Northern 
Hemisphere and on the continents, the most accurate 
implementations of FWI are in Northern Hemisphere 
continental settings, whereas southern hemispheric and 
marine settings remain underimaged. Balancing this 
uneven distribution of sources and receivers in the FWI  
process by suitable weighting is, therefore, important195,206.

Opportunities and challenges
FWI for Earth imaging has evolved and surmounted 
many technical and practical hurdles since its conception 
in 1977, but aspects of its implementation are still prob-
lematic. Here, some of the challenges and opportunities 

for FWI applications in the geosciences are summarized, 
including multi- parameter optimization, computational 
efficiency, uncertainty quantification, source encoding 
and global search methodology.

Multi- parameter inversions. Early applications of 
FWI focused on the single- parameter determination 
of 2D and 3D sound- speed images, but, today, multi- 
parameter FWI is common, as exemplified in the global 
GLAD- M25 model (FigS 5,6) and by the visco- acoustic 
VTI model131 (Fig. 3). Acoustic VTI parameterization is 
commonly used in exploration seismology to explain 
the observed directional dependence of P waves207–209, 
whereas an elastic VTI parameterization is used to 
explain wave- speed differences between horizontally and 
vertically polarized shear waves in global and regional 
seismology. Global surface waves exhibit azimuthal ani-
sotropy in the form of a directional dependence of the 
Love- wave and Rayleigh- wave phase speeds210,211, and 
regional FWI was used to identify such anisotropy — 
called horizontal transverse isotropy in industry — in the 
European asthenosphere and lower crust182. Inversions 
for more general anisotropy, at a minimum tilted trans-
verse isotropy — that is, transverse isotropy with a tilted 
symmetry axis — should become feasible212–214. Beyond 
these examples, there is opportunity for further devel-
opment of this technique, as joint inversions of seismic 
wave speeds and attenuation can be performed because 
higher frequencies attenuate faster than lower frequen-
cies during seismic- wave propagation. Such inversions 
are being researched in both exploration and global 
seismology131,166,183,215–218, fulfilling a strategy envisioned 
in 1988 (REF.97). Additionally, acoustic FWI workflows, 
which are commonly used in industrial applications, 
should be updated to (an)elastic FWI workflows, which 
is the standard in earthquake seismology.

In earthquake seismology, the most difficult seismic 
parameter to constrain is often the mass density219,220, 
because global seismic observables are generally insensi-
tive to this parameter. Indirect density sensitivity can be 
measured in exploration seismology as, here, the com-
monly used reflected waves are sensitive to contrasts in 
impedance (the product of density and wave speed).  
In this context, it may be a good strategy to try to deter-
mine the optimal observables for constraining a specific 
parameter, such as the density221.

Computational efficiency. The FWI workflow (Fig. 2) is 
complex and prone to human errors and hardware fail-
ures, and automated recovery mechanisms are required 
at scale189,222–224. Although 2D FWI can be carried out 
on a workstation or even a single graphics processing 
unit, the computational requirements for 3D (an)elastic 
FWI remain substantial because of the amount of data 
that needs to be analysed and the full 3D simulations 
of seismic- wave propagation that are required to calcu-
late the synthetic seismograms and Fréchet derivatives 
of a misfit function. Ensuring that software scales and 
takes advantage of the latest hardware advances, such 
as in graphics processing unit or quantum computing, 
requires continual investment in software development. 
Version control (to ensure stability and reproducibility), 
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automated testing (to detect code failures quickly) and 
code documentation are paramount.

A key challenge in FWI is the data volumes involved, 
which frequently involves terabytes of earthquake data 
and petabytes of offshore exploration data, making  
data assimilation challenging and necessitating I/O 
management127,225,226. To effectively manage I/O in global 
FWI, a new data format — the Adaptable Seismic Data 
Format227 — was created. There is the additional issue 
that the large volume of poor- quality earthquake data 
must be culled from the source database in a robust, auto-
mated fashion228. For this, data analytics and machine  
learning in FWI could be used to identify good- quality 
measurements for assimilation229.

Finally, data and model visualization are crucial for 
data mining and feature extraction, as illustrated by the 
identification of scrapes of drifting icebergs left on the 
paleo- seafloor (Fig. 3) and the assessment of the mor-
phology of the African superplume (Fig. 6). The sheer 
volume of model data can make this visual process of 
scientific discovery slow and cumbersome.

Uncertainty quantification. Once a model has been 
determined, it is important to assess its robustness; that 
is, which features are well resolved. This ‘uncertainty 
quantification’ remains a challenge in FWI230 because 
traditional checkboard tests are too computationally 
expensive and ‘point- spread function’ tests231,232, which 
assess the resolution and trade- off between model 
parameters, are limited, targeting just one specific loca-
tion of interest. Ideally, the currently used quasi- Newton 
methods would be abandoned in favour of Bayesian 
inference105,233, which provides the complete, possibly 
multi- modal, a posteriori model distribution, but for 
this to happen, the computational cost of FWI would 
have to be reduced dramatically. Meanwhile, there have 
been successful attempts at sampling the a posteriori 
model distribution in the vicinity of the global minimum 
based on random probing234,235, Kalman filtering236,237 
and the square- root variable- metric method238,239. 
Synthetic examples of these techniques have focused on 

the Marmousi model240, as well as a real data set from the 
Valhall oil field236.

Source encoding. Although frequency- domain wave- 
propagation solvers have the benefit in that they are 
independent of the number of sources37,241, time- domain 
solvers scale linearly with the number of sources. In 
exploration seismology, this issue has been dealt with 
using source encoding242–248, which combines data 
from different sources in one encoded ‘supergather’, 
thereby dramatically reducing the computational cost. 
The challenge had been that the encoded contributions 
from distinct sources are difficult to completely unravel, 
leading to ‘crosstalk’249, which contaminates the Fréchet 
derivatives and, ultimately, the model. This results in 
either convergence never being reached or converg-
ing on the wrong model. Recently, several successful 
methods of crosstalk- free source encoding have been 
developed250–254. For example, in one method253,254, the 
encoded forward and adjoint wave fields are run until 
they reach steady state, at which point they are ‘decoded’ 
to obtain their stationary parts, based on an integration 
over a time interval that is the reciprocal of the encoded 
frequency spacing. These parts are then combined for all 
sources to obtain crosstalk- free Fréchet derivatives, thus 
enabling convergence on the optimal model.

Global search methods. As discussed previously, current 
FWI algorithms often invoke quasi- Newton local opti-
mization methods, which are prone to getting ‘stuck’ in 
local minima of the misfit function. But as FWI becomes 
faster owing to advances in computing and more intel-
ligent algorithms, for example, source encoding or 
sparsity promotion and compressive sensing255–259, the 
possibility of stochastic inversion using Bayesian tech-
niques144–146 becomes enticing. Global search methods 
based on Bayes’ theorem105 provide an entire posterior 
model distribution, overcoming issues associated with 
the single ‘optimal’ models currently used. The problem 
is that these solutions require sampling of the entire 
model space to determine the posterior, which, in FWI, 
is often prohibitively computationally expensive.

In Bayesian inference, the Markov chain Monte 
Carlo (MCMC) technique may be used to sample 
the posterior distribution, for example, based on the 
Metropolis–Hastings algorithm260–262. Unfortunately, 
optimization algorithms — MCMC algorithms included 
— are doomed by ‘no- free-lunch’ theorems263,264, which 
state that all algorithms are computationally equal and 
that only the injection of prior knowledge can break the  
impasse. A further sampling challenge is due to  
the ‘curse of dimensionality’, by which the volume of the  
data space increases exponentially as the number of 
model dimensions grows265,266. In this context, the 
Hamiltonian Monte Carlo method267 is an MCMC 
technique that uses derivatives of the probability density 
function to more efficiently sample the posterior268,269. 
Thus, whereas MCMC requires just evaluations of 
the misfit, Hamiltonian Monte Carlo also requires the 
misfit gradient, which may be accomplished based 
on the adjoint- state method used in the FWI work-
flow presented here. Promising first applications in 
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Fig. 6 | 3D morphology of the African superplume from two angles. The superplume  
was revealed by the −1.1% isosurface of vertically polarized shear wave-speed perturb-
ations in the global GL AD- M25 model at depths between the core–mantle boundary and 
350 km. dln(VSV) denotes a logarithmic perturbation in shear wave-speed. Images courtesy 
of Y. Ruan (Nanjing University, China) and W. Lei (Princeton University , USA).

Checkboard tests
inversion experiments in which 
synthetic data are generated 
for a checkboard model 
parameter pattern. These data 
are then inverted to assess how 
well the checkboard pattern 
can be recovered.

Marmousi model
A fictitious model created by a 
consortium led by the institut 
Français du Pétrole. The initial 
model was 2D acoustic but 
there is an elastic version 
called Marmousi2.
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offers in terms of model resolution and accuracy. In 
industry, these advantages translate into substantial 
income for petroleum companies, for example, by open-
ing up hydrocarbon fields that were previously thought 
to be unimageable and, therefore, unexploitable. In 
earthquake seismology, the use of adjoint- based FWI 
methods offer the promise of higher resolution, such 
as in the form of sharper, more intense images of sub-
duction zones and mantle plumes, thereby opening up 
new avenues for geophysical and geochemical interpre-
tations. For all applications, crosstalk- free source encod-
ing, Bayesian inference accelerated by Hamiltonian 
Monte Carlo techniques, and machine learning and 
data analytics will likely have a marked impact on FWI, 
enhancing our ability to image Earth’s subsurface.

Published online 9 December 2019

tomography147 and uncertainty quantification270 were 
recently presented.

Conclusions and perspective
The idea of seismic FWI was conceived more than 35 years  
ago and, today, is used in many disciplines of science, 
engineering and medicine, spanning nine orders of mag-
nitude in frequency and wavelength. Performing FWI 
at scale continues to be a nontrivial exercise, requiring 
abundant, high- quality data, access to large computa-
tional resources and a multidisciplinary research team 
that comprises seismologists, computational scientists 
and applied mathematicians; moreover, continual invest-
ments in algorithmic and software developments are 
paramount. Despite considerable computational costs, 
algorithmic complexities and workflow- management 
challenges, FWI is more than worthwhile for what it 
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